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Abstract: In the power system, the load pattern of users is important for electricity price formulation, abnormal electricity 

consumption detection and load forecasting. Accurately identifying the load patterns effectively improve the overall load 

forecasting performance of the power grid. However, due to many factors affecting the load, identifying load patterns is not a 

simple job. In this paper, the features of load data are extracted and different load patterns of users are identified. In the pattern 

classification, K-means clustering is used. In feature extraction, PCA and prior knowledge were respectively used for 

dimensionality reduction to extract new features in the past. Combining the advantages of PCA and prior knowledge, a new 

method, namely, weighted combination of the obtained features from two former methods, is adopted to extract new features and 

identify the user's load pattern. In the similarity measure, the variance of each feature is taken as its weight, and the clustering 

result is superior to that of PCA and prior knowledge. In the numerical simulation, it is found that the clustering results using the 

new method in this paper are better than those using only PCA to reduce dimensionality or using prior knowledge to reduce 

dimensionality. In the experiment, the users in a certain area were divided into four categories according to the clustering result of 

load data: peak electricity type, partial peak electricity type I, partial peak electricity type II and abnormal electricity type. 
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1 Introduction
Nowadays smart meters make it possible to calculate and 

analyze load data of power users in the era of big data. In the 

power system, cluster analysis of load curves plays a very 

important role in demand-side management, optimal

regulation on resource and so on. The specific applications 

are "load forecasting", "abnormal electricity detection" and 

"time-of-use price development", etc.[1] Although there are 

more than 300 million smart meters in China at present, the 

load analysis of their datasets has not yet been explored 

because of the limitations in bandwidth in communications 

and the huge amount of data[2,3].

If indirect methods, such as preprocessing data first and 

then clustering or doing pattern classification, are used, the 

time and space complexity of algorithms can be reduced. For 

example, using dimension reduction to do the feature 

extraction and then clustering the extracted features lead to 

the optimization of time and space resource of clustering 

algorithms.

There are mainly four methods for feature extraction of 

the data collected by smart meters[4]:

(1) Load data is a kind of time series. Electricity 

consumption has similarity over a period of time. Therefore, 

features can be constructed on the time scale to reduce the 

consumption of calculating resources. For example, under 

normal circumstances, there will be no drastic changes in 

power consumption from 7:00 am to 12:00 noon. Hence, it is 

possible to construct a feature in some way to represent the 

load information over this period.

                                                          
*This work is supported in part by the National Key R&D Program of 

China (2016YFB0901900) National Natural Science Foundation (NNSF) 

of China(61773308, U1766205), and the State Grid Science and 

Technology Program of China.

(2) For the load curve, some features that can represent the

daily load characteristics have been summed up, such as load 

rate[5], peak valley load rate and other indicators. Liu Si 

proposed a daily load curve clustering method based on the 

reduction of the characteristics. The method has low time 

complexity and good robustness[6].

(3) Some new features can be obtained by mathematical

transformation, like, time series can be transformed using 

wavelet transform or Fourier transform[7] to get the 

corresponding harmonic coefficients.

(4) Use the principal component analysis (PCA), curve 

component analysis or typical analysis of variables to do 

dimensionality reduction, and then choose the data after 

dimensionality reduction as the features.

(5) Economic factors, residence, household appliances

and other macro-factors will affect the electricity 

consumption of users[8]. We can calibrate the 

macroscopically facts influencing the power consumption by 

means of human intervention, and then use it as one of the 

features for subsequent clustering.

The rest of this paper is organized as follows. In Section II, 

the centralized K-means algorithm and some clustering 

validity assessments are introduced. In Section III, the 

combination of features based on PCA dimensionality 

reduction and prior knowledge model is given. In Section IV, 

results from simulation cases are provided. Finally, some 

relevant conclusions are given in Section V.

2 Clustering Technology

2.1 Centralized K-means Algorithm

Clustering is one of the most commonly used techniques 

in the field of data mining. Its main idea is to use similarity

measurement to aggregate similar samples together. There 
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are many clustering algorithms, such as partition-based 

clustering algorithms (K-means), hierarchical clustering 

algorithms (BIRCH), density-based clustering algorithms 

(DBSCAN) and grid-based clustering algorithms (STING).

K-means algorithm is concise, fast and its clustering result is 

satisfactory. Hence, K-means algorithm has been widely 

used[9].

K-means is a typical partition-based clustering method,

the goal of which is to divide dataset =[ , ,..., ]
1 2

D d d dn

into K clusters 1 2[ , ,..., ]KD D D . Let 1 2={ , ,..., }KC c c c denote 

the set of centroids. The goal of K-means can be expressed as 

follows:

min 2
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In the formula:

J Sum of the square of the error of all the data.

N The size of dataset D .

K The number of clusters.

id The i th� data point.

kc The k th� centroid.
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The hyper-parameter k in the clustering depends on the 

distribution of data points, so it's difficult to find a suitable

k value. Different k values have different effects on the 

clustering result. In this paper, we use the elbow method to 

determine the best number of clusters, namely, the best k
value. Elbow method represents the degree of distortion. As 

the number of clusters increases, the average degree of 

distortion decreases. At this point, the number of samples 

contained in each cluster will decrease, which will lead to a

closer distance between each sample and its related cluster

centroid. However, as k increases, the effect of reducing the 

average distortion will continue to decrease. So the best 

value of k is the elbow where the effect of reducing average 

distortion drops greatly.

The K-means algorithm can be summarized in two steps:

the first one is an assignment step and the second one is a 

refinement step. In the assignment step, what we need is to 

calculate the Euclidean distance between each data point id
and the initial cluster center. After that, data points are 

grouped into its nearest cluster which can be represented by 

the nearest centroid. In the refinement step, the K centroids 

are updated using formula(3):
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After the centroids converges or the number of iterations

reaches the specified number of times, the algorithm ends.

2.2 Clustering Validity Assessment

In the clustering evaluation, there are not only evaluations 

based on external data, but also evaluations based on 

clustering itself. Silhouette Coefficient is an validity 

indicator which reflects the tightness of data within the 

cluster and the separation between the clusters. When we 

don’t know the number of clusters, SI coefficient can be used 

to determine the optimal number of clusters and evaluate the 

quality of clustering. Let id represent the average distance 

between data i and other samples in the same cluster. id is 

used to characterize the degree of tightness within the cluster.

The smaller the value, the closer the data points in the cluster.

Let id denote the minimum average distance between data

i and other samples belonging to different clusters. The SI 

coefficient is defined as formula(4):

max( , )

i ii
SI

i i

d d
I

d d

�
� (4)

The SI coefficient of simple i varies within [-1, 1]. If id is 

smaller and id is larger, the SI will be closer to 1, which

means that the clustering result of sample i is better. The 

Silhouette Coefficient
i
SII of all samples can be used to 

evaluate the clustering quality[10].

The other commonly used index which can evaluate the 

quality of clustering is Davies-Bouldin index. It is defined to 

be the maximum of the average distance within any two 

clusters divided by the distance between the two centroids of 

the two clusters, then adding them together and averaging 

them[10]:

1 2

1
max( )

|| ||
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i j

j ii i j
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DB

K c c

�
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�

�� (5)

In the formula:

iC ---- Average distance within cluster i

iC ---- Centroid of cluster i
K ---- Number of clusters

However, due to the flaws in measuring the similarity 

using Euclidean distance, the clustering evaluation results 

are not ideal for the circular distribution of the data.

3 Feature Combination based on PCA and Prior 
Knowledge

Electricity consumption data is measured by the electricity 

meter which records the load data. Today, the usual 

measurement acquisition interval is 30min or 1h. In some 

areas it can even reach 15 minutes, which means the number 

of features of the data are 96 per day. If we have data on a 

monthly time scale, the number of features are 2880! There 

are many methods to reduce dimensions, such as the classic 

Principal Component Analysis (PCA) and Canonical 

Correlation Analysis (CCA). However, sometimes initial 

data after the PCA dimensionality reduction don't have a

good illustration of the physical meaning of the original data.

After the dimension reduction using prior knowledge, the 

characteristics obtained have a more definite physical 

meaning. Therefore, in this paper, we use a feature extraction 

method that combines the data after PCA dimensionality 

reduction with the data obtained by prior knowledge.
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3.1 PCA

Principal Component Analysis (PCA) is a method of data 

reduction to project high-dimensional data into 

low-dimensional space. Namely, it maps a -k dimensional 

feature to ( )n n k� dimensions and the new -n dimensional

feature is a brand new orthogonal feature, called the 

principal component. Specific practices are as follows:

� Feature centralization, that is, subtracting the average   

value of a feature from each value of the feature. For 

example, the average daily electricity consumption of a 

user minus the user's average monthly electricity 

consumption.

� Calculating the covariance matrix, that is, after feature 

centralization, we can get a matrix, and then calculate its 

covariance matrix.

� Calculating the eigenvalues and eigenvectors of the   

covariance matrix.

� Getting a new data set, that is, choosing the eigenvectors 

corresponding to the large eigenvalues, and those 

eigenvectors form a new data set.

Through the above four steps, we complete the 

dimensionality reduction using PCA.

3.2 Prior Knowledge

Load characteristics of power system refers to the nature 

and characteristics of electricity load. It can be reflected by

the relevant characteristics of the indicators. Currently, there 

are no unified standards for load characteristics of power 

system in the world. China often uses 15 indicators such as 

maximum or peak load, minimum load, average load,

mean square load, peak load duration and load factor, loss 

duration and loss factor[11] to analyze the characteristics of 

various types of electricity load. Commonly used indicators

are presented in Table 1[12]:

Table 1: The Main Indicators 

No. Indicators Computation expression

1 Peak Load max{ ( ); (0, )}maxd d t t Tf� 


2
Average 

Load

1 1
( )0

1

NT
d tj jT jfAL d t dt NT Tf t jj

��
�

� ��

��
�

t jt

3

Mean

square 

load 

22
( ) 10

=

1

T Nf T d td t dt j jj
MSL NT T tf jj

��� �
�

�� �

t jt

4
Load 

factor

1 1
( )02

max max 1

NT d tT j jjfLF d t dt NTT d d tf jj

�� �
� ��

�� �

t jt
02

maxdm

�0
1

NTNN
t1

T
jj� �

5

Coefficient 

of 

Variation

1 2
( ( ) / *100%1

1

NTCV d d djjNT
� �� ��

6 Skew

3
( )1

3
( -1)

NT d djj
SK

N xT �

�� �
�

7 Kurt

4
( )1

4
( 1)

NT d djj
KU

N xT �

�� �
�

�

3.3 The Weighted Combination of PCA Dimensionality 
Reduction and Prior Knowledge

Considering the method of dimensionality reduction in 3.1 

and 3.2, although the result of PCA is better than that of prior 

knowledge, it has no obvious physical meaning. At the same 

time, using prior knowledge to reduce dimensionality has a 

greater loss of the information of the original data than using 

PCA. Therefore, this section uses a combination of the two 

dimensionality reduction methods, namely, using the 

weighted combinations of features obtained by the two 

methods. Multi-feature weighted combination refers to using 

a certain method to reflect the overall feature information of 

an object according to different features of the object. Since 

the ability of reflecting the overall feature information varies 

from feature to feature, the weight of every certain feature 

will directly affect the final result. The traditional K-means

algorithm, in which the Euclidean distance is the measure of 

similarity, defaults that each feature has the same weight, 

ignoring the difference of the importance of different 

features. In this paper, we use the initial information 

provided by the features after dimensionality reduction to 

determine the weight coefficients.

For sample , , )
( ) ( ) ( )

=( ...,
1 2

d i i id d di NT
and sample set 

={ , ,..., }
1 2

D d d dn , the weight coefficients corresponding to 

NT features are recorded as ={ , ,..., }
1 2

W w w wNT
. For any two 

features ,w wi j , if the feature dispersion of wi is larger than 

jw , then it is considered that the feature wi occupies a more 

important position in the clustering. Adjusting the feature 

space by giving wi more weight can reflect the similarities 

within the cluster more precisely and get better clustering 

results. In the dimensionality reduction of data, the optimal 

dimensionality reduction reduces the -n dimensional feature 

to -m dimensions, and the variance of the samples in each 

dimension is large. This is the mapping process from 

high-dimensional data to low-dimensional data. Let the 

projection length of the sample set on the unit vector 

( , , ..., )1 2
T

u u u uNT
� (representing the direction vector of a 

straight line) be:

, T T
i i i id u d u u d d D� � 
 (6)

Assume that the average value of each dimension after 

data preprocessing is 0 and remains 0 after projection, thus,

the variance is:

2 2

1 1 1

1 1 1
( ) ( )

n n n
T T T T T

i i i i i
i i i

x u u x x u u x x u
n n n

�
� � �

� � �� � � (7)

In the above equation, the last item contains the 

covariance matrix of the sample. The covariance matrix is 

expressed as A, then the above equation can be rewritten as: 
2 = Tu Au� (8)

Because 1Tu u � , we can get:
2Au u�� (9)
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Therefore, the variance is the eigenvalue of the covariance 

matrix and u is the corresponding eigenvector. The best 

projection direction is the corresponding eigenvector when 

the variance is maximum. Here, the standard deviation is 

used to calculate the degree of dispersion of each feature of 

the sample set to determine the value of the feature 

weight wr of the NT -dimensional data[13]:

( ) ( ) 2

1

1
( )

TN r r
r ir

w d d
n �

� �� (10)

In the formula(10), ( )rd is the average of the -thr
dimension of the features of sample id . Accordingly, the 

Euclidean distance is updated as:

( ) ( ) 2

1

( , ) | |
TN

r r
i j r i j

i
d d d w d d

�

� �� 1 Ti j N� 
 � (11)

After the weights are determined, the weighted 

combination of features can be finally determined as:

( )

1

TN
r

r i
r

f w d
�

� � (12)

The final optimization goal of the centralized K-means

algorithm with multi-feature weighted combination is:

2= || ||
1 11

NTn K iJ w d cr ik ki rk
� �� � �

� ��
(13)

4 Numerical Results

4.1 Data Cleaning

The data in the real world is dirty. There are many 

problems with the original data, such as incompleteness, 

repetitiveness, noise, non-uniformity. The incomplete values 

should be complemented by inference, which means that the 

average of the attributes, the average of the same type of 

sample, or the most likely predicted value can be used. 

Another method is to ignore the data directly. The method 

used in this paper is to use the average of the attributes. A

missing attribute data of a user in one day should be replaced 

by the mean of the attribute data for the first 5 days and the 

last 5 days of the day. The formula used is as follow:

m 1 2 1 1 2 1
( ) ( )

2

... ...
k - k - m k - k - k k k m k m

k

d d d d d d d d
d

m
� � � � � �

� � � � � � �
�

�

1

days of month

k m
k m

� ��
� � �	

(14)

For the days in the beginning or at the end of one month, 

the number of days calculated can be reduced, that is, till the 

first or last day of the month. We directly delete the data of 

users with more than one-third of blank data.

For noise, we can use data binning method to smooth the 

data according to the average (boundary value, median 

value), or we can use the regression method to smooth the 

data by using the fitting function.

Duplicate data can be omitted. It should be noted that 

there are two different sets of data of the same user at the 

same time in the data set. There are only a limited number of 

different but similar values in the two sets of data. These 

values are replaced by the average.

4.2 Data Normalization

Scaling data proportionally to a specific interval 

eliminates the differences caused by different numerical 

attributes. There are many methods such as z-score 

normalization and maximum / minimum normalization. In 

this paper, the maximum / minimum normalization method is 

used to normalize an attribute based on the maximum and 

minimum value of the attribute:

' min

max min

� �
�

� �
�

�
�

(15)

Where:

� represents the value of one attribute on a certain day in 

one month.

max� and min� respectively represent the maximum and 

minimum values of the attribute in this month.
'� is the value of the attribute after normalization.

4.3 Feature Combination Based on PCA and Prior 
Knowledge

The dataset used in this paper is the 96 sampling points per 

day of 3305 users’ load in one month in a certain area.

Silhouette Coefficient is used to evaluate the clustering result. 

Clustering is implemented separately according to the 

feature extraction method elaborated in the third section of 

this article, that is, clustering is carried out separately using 

PCA, load characteristics indicators and the combination of 

those two above.

In order to choose a k , the number of clusters in K-means,

we use the “Elbow Method”, which is to draw the cost 

function in different situations with different k values. With 

the increase of k , the average distortion degree will decrease, 

and the number of samples in every cluster will reduce too. 

Thus, samples are much closer to their cluster centroids.

However, there isn’t a liner relationship between the  

decrease of the distortion degree and the increase of the k .

With the increase of k , the change of the average distortion 

degree will continue to decrease. The “Elbow” is the k
value corresponding to the position where the improvement 

of the distortion decreases the most. We use the “Elbow” as 

the number of clusters. Fig. 1 shows the process using the 

“Elbow Method” to determine the best k value.

Fig. 1: Use the elbow rule to determine the best K
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From Fig. 1 above, the primal best number of clusters can 

be determined as 4. Because the averaging distortion degree 

decreases fastest when k value increases from 4 to 5.

a) Clustering after dimensionality reduction using 
PCA

For PCA dimensionality reduction, the variance 

contribution rate is selected as 85%. The variance 

contribution rate of each component is shown in Fig. 2, and it

is arranged in descending order. 

Fig. 2: The variance contribution rate of each component

It can be seen from Fig. 3 that after the PCA 

dimensionality reduction, the dimension of the original input 

data is reduced to 6 dimensions when the cumulative 

contribution rate of variance is 85%. The data are arranged 

according to the variance contribution rate, and the first two 

columns are selected for the visual display of the clustering 

results. The x-axis represents the first column of data and the 

y-axis represents the second column. The clustering results 

are as follow (select 2,3, 4,5K � ):

(a) (b)

(c) (d)
Fig. 3: Clustering results :

(a) =2K (b) =3K (c) =4K (d) =5K

Intuitively from the clustering results, when the K value is 

small, the result is good, except for a few points. When the K 

value exceeds 5, the clustering result becomes poor and the 

points in the dense area can not be separated. On the other 

hand, there is no definite physical meaning of the data 

features after dimensionality reduction by PCA, and the 

concrete meaning of horizontal and vertical coordinates can 

not be explained when the clustering result is displayed. 

Therefore, the clustering result using only PCA is not very 

satisfactory. Calculate the Silhouette Coefficient of each 

point corresponding to K value from 2 to 9, to evaluate the 

clustering performance. The results are as follow figure:

Fig. 4: SI Coefficient

b) Clustering after dimensionality reduction using
Prior Knowledge

The load characteristic indicators and static characteristics 

of time series, a total of six features, are extracted from the 

given original training data in time domain: average daily 

electricity consumption, load rate, peak-trough difference, 

coefficient of variation (CV), skew and kurt. They are new 

features after the data is reduced in dimension. Clustering 

after multi-dimensional feature calculation, using SI 

Coefficient to evaluate the clustering results, as shown in Fig.

5:

Fig. 5: SI Coefficient

c) Clustering using the weighted combination of 
PCA dimensionality reduction and Prior 
Knowledge

Using the method in section 3, that is, weighted 

combination of PCA dimensionality reduction and prior 

knowledge, to extract the features and do clustering. The 

clustering results were evaluated by the Silhouette 

Coefficient, as shown in the following figure: 
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Fig. 6: SI Coefficient

It can be seen from the figure above that the clustering 

results using weighted combination of features is obviously 

better than the result of clustering using only PCA and only 

prior knowledge. Based on the clustering results, taking the 

cluster centroids as the typical load curves, we can draw four 

typical load curves:

(a) (b)

(c) (d)

Fig. 7: Typical load curve

Fig. 8: Total load

In order to facilitate the description of the user's 

classification, the load centers and the total load of different 

clusters are compared. Then the types of users are divided 

into (according to the load curve): peak electricity type,

partial peak electricity type I, partial peak electricity type II

and abnormal electricity type. The total load curve of users is 

shown in Fig. 8. The peak period of peak electricity type

(shown in Fig. 7 (a)) basically coincides with the peak period 

of total load of users. There are three obvious peaks in peak 

electricity type, and the evening peak is slightly higher than 

the midday peak. It can be seen that the load consumption of 

users belonging to this type is low. Ordinary residential users 

and some small business users belong to this category. 

Partial peak electricity type I is shown in Fig. 7 (b). This type 

of users has only two peaks in load curve, and the midday 

peak is slightly higher than the evening peak. Some 

non-residential lighting users belong to this category. Partial 

peak electricity type II has three distinct peaks. These users 

have high load levels. The third peak appears at around 8 pm. 

Some large industrial users belong to this category. The last 

one has low load level and poor regularity of electricity 

consumption. This phenomenon may be caused by some 

abnormal data generated during the measurement process. 

Specific classification results are shown in Table 2.

  Table 2: Final classification results 

User Type
Load morphological 

characteristics
Category 

contains user 
groups

Peak 

electricity 

type

Three obvious peaks.

Last two peaks are 

near.

Slightly higher 

evening peak than 

midday peak.

Low load level.

Cluster 1

Partial peak 

electricity 

type I

Two peaks.

Middle load level.

Slightly higher 

midday peak.

Cluster 2

Partial peak 

electricity 

type II

Three peaks.

Obviously low last 

peak than the first 

two peaks.

High load level.

Cluster 4

Abnormal 

electricity 

type

Poor regularity of 

electricity 

consumption.

Extremely low load 

level.

Cluster 3

5 Conclusion
In this paper, we considered the different degree of 

information retained from the original data by different 

features, when the dimentionality of data was reduced. As a 

result of that, the proportion of different features in 

clustering was different. Therefore, the traditional Euclidean 

distance was updated by taking the variance as the weight, 

and the model of weighted combination of features, based on 

PCA and prior knowledge dimentionality reduction, was

obtained. The numerical simulation results showed that the 

proposed method was better than using PCA alone or using 

prior knowledge alone to reduce dimensionality. Finally, the 

users in a certain area were divided into four categories 

according to their load data: peak electricity type, partial 

peak electricity type I, partial peak electricity type II and 

abnormal electricity type. And we got their typical load 
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curves respectively, which provided the basis for the 

following load forecasting and electricity price making in 

this area.
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